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A novel pose and illumination robust face recognition with

a single training image per person algorithm
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In the real-world application of face recognition system, owing to the difficulties of collecting samples or
storage space of systems, only one sample image per person is stored in the system, which is so-called one
sample per person problem. Moreover, pose and illumination have impact on recognition performance. We
propose a novel pose and illumination robust algorithm for face recognition with a single training image
per person to solve the above limitations. Experimental results show that the proposed algorithm is an
efficient and practical approach for face recognition.
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Face recognition has received more attention from the in-
dustrial communities in the recent years owing to its po-
tential applications in information security, law enforce-
ment and surveillance, smart cards, access control, and
so on[1−3]. In many practical applications, because of
the difficulties of collecting samples or storage space of
systems, only one sample image per person is stored in
the system, so the research of face recognition from one
sample per person, owing to its own advantages (easy col-
lecting of samples, less storage and computational cost),
has been a sub-research topic in the face recognition area.
The traditional method such as Fisherface[4] fails when
each person just has one training face sample available
because of nonexistence of the intra-class scatter. Re-
cently, researchers have proposed many algorithms, such
as (PC)2A[5], E(PC)2A[6], and singular value decompo-
sition (SVD) perturbation[7], for face recognition with
one training image per person. But these algorithms
still endure some problems. For example, the proce-
dure of E(PC)2A is divided into two stages: 1) con-
structing a new image by combining the first-order and
second-order projected images and the original image; 2)
performing principal component analysis (PCA) on the
newly-combined training images. In the second stage,
the combined image matrix should be mapped into a
one-dimensional (1D) vector in advance in order to per-
form PCA. This causes the high storage and computa-
tional cost. In order to enhance the practicability of the
face recognition system, we propose a novel algorithm
called 2D(PC)2A for face recognition with one training
image per person in this letter. 2D(PC)2A performs PCA
on the set of combined training images directly without
mapping the image matrix to 1D vector. Thus 2D(PC)2A
can directly extract feature matrix from the original im-
age matrix. This leads to that much less time is required
for training and feature extraction. Further, experiments
implemented on two popular databases show that the
recognition performance of 2D(PC)2A is better than that
of classical E(PC)2A.

The procedure of 2D(PC)2A can be divided into three
stages: 1) creating the combined image from the origi-

nal image I (m, n) with M × N pixels (I (m, n) ∈ [0, 1],
m ∈ [1, M ], n ∈ [1, N ]); 2) performing two-dimensional
PCA (2DPCA) on the combined images; 3) classifying
a new face based on assembled matrix distance (AMD).
The detailed procedure is described as follows.

Step 1: creating the combined image. In order to
effectively recognize faces with only one example image
per class, we derive a combined image from the origi-
nal image by the first-order and second-order projection.
The first-order projected image P1(m, n) and second-
order projected image P2(m, n) are created as

P1(m, n) =
V1(m)H1(n)

MNI
, (1)

P2(m, n) =
V2(m)H2(n)

MNJ
, (2)

where V1(m) = 1
N

N
∑

p=1
I (m, p) and H1(n) =

1
M

M
∑

q=1
I (q, n), and I is the mean value of I (m, n);

V2(m) = 1
N

N
∑

n=1
J (m, n) and H2(n) = 1

M

M
∑

m=1
J (m, n),

and J (m, n) = I (m, n)
2

and J is the mean value of
J (m, n). Then the combined image can be created as

Ip (m, n) =
I(m, n) + αP1(m, n) + βP2(m, n)

1 + α + β
. (3)

Step 2: performing 2DPCA. Instead of performing
PCA on the set of combined images, 2D(PC)2A performs
2DPCA on the image matrix directly rather than 1D vec-
tors for covariance matrix estimation, thus it is claimed
to be more computationally cheap and more suitable for
small sample size problem. Let the combined image be
Ipj (j = 1, 2, · · · , C) and the average image of all train-

ing samples be Ip, then the image convariance matrix ST

can be evaluated as

ST =
1

C

C
∑

j=1

(

Ipj − Ip

)T (
Ipj − Ip

)

. (4)
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Then, a set of optimal projection axis of 2DPCA
{w1, w2, · · · , wd}, which are then used for feature extrac-
tion, can be obtained by maximizing the image scatter
criterion:

J (W ) = WT ST W. (5)

The low-dimensional feature matrix Y of a combined im-
age matrix Ip can be obtained as

Y = IpWopt, (6)

where Wopt = {w1, w2, · · · , wd}. In Eq. (6) the dimen-
sion of 2DPCA projector Wopt is N × d, and the dimen-
sion of 2DPCA feature matrix Y is M × d.

Step 3: implementing AMD for classification. After
the feature matrices are extracted from the original im-
ages based on 2D(PC)2A in Steps 1 and 2, the nearest
neighbor criterion is applied to classification based on the
distance between two feature matrices. Unlike E(PC)2A
approach to produce a feature vector, 2D(PC)2A directly
extracts a feature matrix from an original image matrix.
So we apply AMD metric to calculate the distance be-
tween two feature matrices. Given two feature matrices
A = (aij)M×d and B = (bij)M×d, the AMD is obtained
as

dAMD(A, B) =





d
∑

j=1

(

M
∑

i=1

(aij − bij)
2

)(1/2)p




1/p

. (7)

After calculating the AMD between the feature matri-
ces of the test sample and the training sample, we ap-
ply the nearest neighbor criterion to classification based
on AMD. Experiments were implemented on ORL[8],
YALE[9] and UMIST[10] databases to evaluate the pro-
posed algorithm.

ORL face database, developed at the Olivetti Re-
search Laboratory, Cambridge, UK, is composed of 400
grayscale images with 10 images for each of 40 individ-
uals. The variations of the images are across pose, time
and facial expression. Some image examples are shown
in Fig. 1.

YALE face database was constructed at the YALE Cen-
ter for Computational Vision and Control, New Haven,
USA. It contains 165 grayscale images of 15 individu-
als. These images are taken under different lighting
conditions (left-light, center-light, and right-light), and
different facial expressions (normal, happy, sad, sleepy,
surprised, and wink), and with/without glasses. Some
image examples are shown in Fig. 2.

Fig. 1. Examples from ORL face database (the Olivetti Re-
search Laboratory, UK).

Fig. 2. Examples from YALE face database (the YALE Cen-
ter for Computational Vision and Control, USA).

Fig. 3. Examples from UMIST face database (the University
of Manchester Institute of Science and Technology, UK).

Table 1. Deterministic Training and Test Set on
ORL Face Database

Training Set Test Set

ORL A 1# 2#,3#,4#,5#,6#,7#,8#,9#,10#

ORL B 2# 1#,3#,4#,5#,6#,7#,8#,9#,10#

ORL C 3# 1#,2#,4#,5#,6#,7#,8#,9#,10#

ORL D 4# 1#,2#,3#,5#,6#,7#,8#,9#,10#

ORL E 5# 1#,2#,3#,4#,6#,7#,8#,9#,10#

1# denotes the first image of each person, and other im-
ages are marked with the same way.

Table 2. Deterministic Training and Test Set on
YALE Face Database

Training Test

Set Set

YALE a 1# 2#,3#,4#,5#,6#,7#,8#,9#,10#,11#

YALE b 2# 1#,3#,4#,5#,6#,7#,8#,9#,10#,11#

YALE c 3# 1#,2#,4#,5#,6#,7#,8#,9#,10#,11#

YALE d 4# 1#,2#,3#,5#,6#,7#,8#,9#,10#,11#

YALE e 5# 1#,2#,3#,4#,6#,7#,8#,9#,10#,11#

UMIST face database, established by the University of
Manchester Institute of Science and Technology, Manch-
ester, UK, consists of 564 images of 20 people. Each
covers a range of poses from profile to frontal views.
Subjects cover a range of race/sex/appearance. Each
subject exists in their own directory labelled 1a, 1b, · · · ,
1t and images are numbered sequentially as they were
taken. Some image examples are shown in Fig. 3.

We implemented experiments on ORL and YALE with
two manners. For the deterministic manner, the training
set and the testing set are constructed as shown in Tables
1 and 2. Here our goal is to have a good look at the per-
formance of specific partition of the database, thus we
can see how much the influence of recognition rate under
the different pose, illumination and expression (PIE). For
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the random manner, from ORL face database, we ran-
domly select one image from each subject, and the rest
images are used to test the performance. Only one image
of each person randomly selected from YALE database
are used to construct the training set, and the rest im-
ages of each person are used to test the performance of
the algorithms. Moreover, we implemented experiments
on UMIST face database on a random manner.

It is worthy to emphasize the following points. 1) We
run experiments for 10 times, and the average rate is
used to evaluate the classification performance. 2) The
experiments are implemented on a Pentium 3.0 GHz
computer with 512-MB RAM and programmed in the
MATLAB platform (Version 6.5). 3) To reduce compu-
tation complexity, we resize the original ORL face images
sized 112 × 92 pixels with a 256 gray scale to 48 × 48
pixels. Similarly, the images from YALE databases are
cropped to the size of 100×100 pixels, finally a subimage
procedure crops the face image to the size of 112× 92 to
extract the facial region on UMIST face database.

We also implement other popular methods such as
PCA, (PC)2A, E(PC)2A, and SVD perturbation for face
recognition with single training sample per person. In
our experiments, we select α = 0.125 and β = 0.05 for
2D(PC)2A and E(PC)2A. As shown in Tables 3 − 7,
the proposed algorithm gives a highest recognition rate
compared with other popular methods. Moreover, since
2D(PC)2A deals with matrix directly instead of mapping
into 1D vector as E(PC)2A or (PC)2A, it is apparent that
2D(PC)2A is more efficient than E(PC)2A or (PC)2A.
So we say that 2D(PC)2A method is an efficient and
practical approach for face recognition.

Table 3. Recognition Performance on
ORL Database in Random Manner

Algorithm PCA 2DPCA (PC)2A

Recognition Rate 0.54 0.54 0.56

Algorithm E(PC)2A SVD 2D(PC)2A

Recognition Rate 0.57 0.55 0.60

Table 4. Recognition Performance on
YALE Database in Random Manner

Algorithm PCA 2DPCA (PC)2A

Recognition Rate 0.54 0.56 0.55

Algorithm E(PC)2A SVD 2D(PC)2A

Recognition Rate 0.56 0.54 0.61

Table 5. Recognition Performance on
ORL Database in Deterministic Manner

Algorithm ORL A ORL B ORL C ORL D ORL E

PCA 0.55 0.55 0.55 0.57 0.57

2DPCA 0.54 0.55 0.56 0.56 0.57

(PC)2A 0.57 0.58 0.57 0.59 0.61

E(PC)2A 0.58 0.59 0.58 0.60 0.62

SVD 0.56 0.59 0.59 0.59 0.60

2D(PC)2A 0.61 0.62 0.61 0.63 0.64

Table 6. Recognition Performance on
YALE Database in Deterministic Manner

Algorithm YALE a YALE b YALE c YALE d YALE e

PCA 0.55 0.56 0.54 0.57 0.56

2DPCA 0.56 0.57 0.55 0.58 0.59

(PC)2A 0.55 0.57 0.54 0.57 0.58

E(PC)2A 0.57 0.58 0.56 0.59 0.58

SVD 0.55 0.56 0.55 0.58 0.58

2D(PC)2A 0.62 0.63 0.61 0.64 0.63

Table 7. Recognition Performance on
UMIST Database in Random Manner

Algorithm PCA 2DPCA (PC)2A

Recognition Rate 0.56 0.57 0.59

Algorithm E(PC)2A SVD 2D(PC)2A

Recognition Rate 0.60 0.59 0.65

Although the proposed algorithm gives a highest recog-
nition rate compared with other popular methods, the
highest recognition rate (only about 0.60) is still not so
high owing to PIE problem of face recognition. So in
the future work, we will pay attention to solve the PIE
problem to enhance the whole recognition rate of the al-
gorithm. Some essential questions to be answered in the
future are included here. 1) Are there other methods of
choosing α and β in the practical application? 2) In ex-
periments, the parameter p for AMD is chosen with the
experiments. Are there any other alternative methods
to choose this parameter? 3) 2D(PC)2A gives a higher
recognition accuracy, but the recognition rate is not so
high. How to increase the recognition performance of the
algorithm is a key problem.

J. Li’s e-mail address is junbaolihit@hotmail.com.
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